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Optical probing of laser-induced indirectly driven shock waves in aluminum
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Optical signals from shock waves emerging at a free surface of metals are expected to yield information
about the equation of state and the transport and relaxation properties of hot dense plasmas. We present the
results of optical measurements on planar shock wavebcity =22 km/s, pressure=8 Mbar in solid
aluminum which were generated by exposing a miniature sample to intense thermal x rays from a laser-heated
cavity. The reflectivity of the free surface of the sample for the light from a probe lase682 nm) and the
absolute value of its optical emission were simultaneously registered with a 7-ps temporal resolution. For
interpretation we used a two-temperature hydrodynamic code which includes the electron heat conduction and
electron-ion relaxation and accounts for the nonequilibrium shock structure. The underlying self-consistent
model for the equation of state and the transport coefficients of a metal over the relevant range of thermody-
namic parameters are described in some detail. The reflectivity decay signal, which yields direct information on
the effective collision frequency in the unloading material, and the emission peak, which is sensitive to the heat
conductivity and dielectric permittivity of the hot and dense plasma behind the shock front, are well reproduced
by the simulations. The emission signals are, however, longer than predicted, possibly due to the residual
surface roughness in the experiment. On a longer time scale of 1-2 ns, the emission signal is well described by
a simple radiation transport model with the Kramers-Udisipacity.[S1063-651X97)09007-7

PACS numbgs): 52.25.Fi, 52.25.Mq, 52.25.Rv, 52.35.Tc

I. INTRODUCTION and the emission of an emerging shock front on a time scale
of 10—-100 ps, one cafi) infer important information on the
Shock waves provide valuable information on the equae€lectrical conductivity of the unloading plasma afiid de-
tion of state(EOS of hot dense matter, which is required in termine in a model-independent way the physical tempera-
many branches of applied and fundamental resefdtEbAn  ture of the emitting layer. Here we report the results of such
extensive and accurate database for EOS models in multimeasurements for an-8-Mbar shock wave in aluminum.
megabar region has been accumulated by measuring th@ur experiments have been performed by using a technique
shock velocity and particle speed behind the shock fronbf driving the shock waves in miniature samples with intense
[2,3]. It would, however, be of major importance to supple-thermal x rays from a laser-heated cavi§;6]. This tech-
ment these kinematic measurements by direct registration afique ensures a very good quality of planar shock fronts and
the equilibrium temperature of the shocked material, at negligible level of preheat ahead of the front.
present a “hidden” parameter in many EOS models. A natu- To interpret the experimental results, we use two-
ral approach to its determination is via the optical radiationtemperaturé2T) one-dimensionallD) hydrodynamic simu-
emitted by the shock-heated matter through the shock frorttions which account for the nonequilibrium structure of the
towards the observer. An additional motivation to study op-shock front. Although the theoretical analysis by Celliers and
tical emission from the shock waves is because it can proNg[4] was done in the one-temperature approximation, their
vide information about the transport and relaxation phenomexperiments with silicofi7,8] have clearly demonstrated the
ena in hot dense plasmas under the conditions not easilyeed for a 2T model for interpretation of the optical signals
accessible in the laboratory. from emerging shock waves. We have developed a relatively
The idea to use optical flashes that accompany the emesimple, partly phenomenological, but self-consistent model
gence of strong shocks at the free surface of an opaque mefalr the 2T equation of state and the transport coefficients of a
was discussed long ada], but discarded as unpractical due metal over the relevant range of thermodynamic parameters.
to a very high temporal resolution<(1 ps) required. Since In doing so, our aim was not to create a new theoretical
then, the resolution of the optical diagnostics has improvednodel as an alternative to others, but rather to get a flexible,
significantly, and the problem was recently revisited and subself-consistent, and readily available theoretical framework,
ject to a thorough theoretical scrutiny by Celliers and[Mp  within which we would be able to analyze our data, test the
Their conclusion was that, by measuring both the reflectivitysensitivity of the observed signals to the relevant physical
quantities, and get a better feeling for the value of this type
of experiments in exploring the properties of strongly
*On leave from Institute for Theoretical and Experimental Phys-coupled plasmas.

ics, Moscow 117259, Russia. The structure of the paper is as follows. First, to gain
TOn leave from Troitsk Institute for Innovation and Fusion Re- insight into what could be measured under the ideal experi-
search, Troitsk 142092, Moscow region, Russia. mental conditions, we describe the theoretical model and
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the experimental setup and results are prese(Sed. IlI), 10 ——rrT -

followed by the interpretation of the observed reflectivity
—— presentmodel .- 1

and emission signakSec. I\V) and a summarySec. . v ThomasFermi e

Il. THEORETICAL MODEL

To simulate the luminosity and reflectivity of a shock
front emerging at a metal surface, we employ the free-
electron model, which proved to be quite successful in ex-
plaining the thermal, electrical, and optical properties of met-
als near normal condition§9]. In this approach, it is 001 ‘ ‘ L
assumed that the electrical and thermal conductivities of a ~0.01 0.1 1 10
metal are due to a certain amount of free electrons which density (glcmd)
obey Fermi-Dirac statistics. The numbeof free electrons
per atom is defined as the degree of ionization. This ap-

proach merges naturally with the theory of ionized plasma FIG. 1. lonization degree of aluminum for a quasi-isentropic
states. temperature-density profil€,=5 eV(p/7 g cm 3)°°,

ionization degree

A. Equation of state and ionization equilibrium Fe(z,p,Te)=— 5 zT.In

Te z
1+ % —r(Squzp)” + Lcl(z)dz
The equation of state is an important ingredient in any
model for interpreting the results of shock-wave experi-
ments. The equation of state of aluminum is reasonably well

known and available, for example, from tlsesAME tables

[10]. The main reason for constructing an EOS model of ouf,here a1 dimensional quantities are in atomic units. This
own stems from the necessity tQ hgve_ a Mo-temperaturgxpression has three free parametggs B, and z,. For
EOS and calqulate the deg“?e of ionizationz(p, Te) in a o=6/m2, the first term in Eq(3) is simply an analytic ap-
thermodynamically self-consistent way. Also, as Contras’_te‘groximation to the thermal component of the free energy of
to tabular forms of the EOS, a relatively simple model with Fermi-Dirac electrons. The second term is the ionization en-

seve_rz_il_free param_eters gives more flexibili_ty in testing theergy, and the third term stems from the ionization potential
sensitivity of the final results to the equation of state. 'nlowering for which we assumed a simple form

addition, we note that the model presented here can be ac-

commodated to describe in a simple phenomenological way

the insulator-metal phase transition and, consequently, ap- Al(z,p)=—
plied to the analysis of pyrometric data for shock waves in '
insulators and semiconductors.

We assume that the total free energy is a sum of the colqnterred from an estimate for the screening effect by a uni-
the thermal electron, and the thermal ion components,  orm hackground of free electrons. lonization potentials
_ _ _ I(z) are treated as a continuous functioregfor simplicity,
F=Folp)*Fe(zp,Te) T Fi(p,To), @ we used the piecewise linear interpolation proposed by
Raizer[11]). The degree of ionizationis calculated by solv-
ing the ionization equatioaF./9z=0; z.=z.(p) is the cold
ionization degree af.=0. A fairly good agreement with the
cold Thomas-Fermi ionization curve can be achieved with
B=0.8-1.1. For aluminum, we used the valygs 0.8, z,
=1.2, which, in particular, yield a cold ionization at normal
density z.(pg)=2.51. As an illustrative example, Fig. 1
compares our values af with those of the Thomas-Fermi
model as calculated with the fit formula by MdrE2] for the
temperature profild.=5 eV(p/7 g cm )%, which approxi-
mates roughly the temperature-density dependence in the
i ) . isentropic release wave behind a 10-Mbar shock in alumi-
whereo=plpo, po is the normal density, anl is the bulk 1, The “kinks” along our curve are caused by the piece-
modulus; the parameters andn are related to one another ise inear interpolation for the ionization potentials).
in such a way as to give the correct value of the cohesive The ion component of the free energy is taken in the form
energy. Withm=4/3, n=6.62, and foro<3, Eq.(2) agrees
to within a few percent with theeEsAME cold curve of alu- 1z 2
minum [10]. Ei(pT)= 3 Tin 1+AT (47 ZG(p)
The electron component of the free energy is written in NI Tp 2R i 3 P T
the form (5)

47

13
+ ?P) {E,B(Zg—zz)ﬂLZo(Zc—Z), 3

A 1/3
o) B, @

wherep is the density and’, and T; are, respectively, the
electron and ion temperatures. The cold press{irem
which one readily reconstructs;) of aluminum is approxi-
mated as

3 Bo™(c"—1)/n, o<1,
Pe(p)= Bollno, o>1, 2)
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proposed originally by Kormeet al. [13]. Here, also, all Turning now to the limit of strong ion-ion coupling, we
guantities are in atomic units, is a fit parameter set equal to note that the Coulomb divergence in the transport cross sec-
0.1, andz;(p) is a fit function related to the density depen- tion for the e-i scattering does not occur when the ion-ion
dence of the melting temperature. In our simulations, wecorrelations are taken into accoydi6]. This indicates that
used a simple approximatian;=Z(1+3.504/p) 1. the limit of strong ion-ion coupling could be included by
In this form, our EOS model reproduces quite accuratelynodifying appropriately the Coulomb logarithm in E®).
the experimental Hugoniot adiab@t;(p) of aluminumupto  Our goal is to introduce such a modification for the case
the pressure®y =15 Mbar. If we choose the parametgy  when the ion temperaturg exceeds the Debye temperature
(which controls the electron component of the heat capacityTp .
to be equal to 0.2, we achieve a very good agreement with  WhenT;>Tp, the phonon gas in a crystal lattice can be
the sesamEtables for the values of the Hugoniot temperaturetreated as classical oscillations of individual ions in their
as well. local potential wells. The transport cross section for the elec-
tron scattering by one such ion can be evaluated as the Born

B. Conductivity model cross section

Adequate simulations of nonequilibrium shock fronts Z2et¢?
must take into account at least the following three effects Utr“W (9)
[1,7,8: (i) the electron heat conductiofij) the electron- v
ion (e-i) energy exchange, ani) the complex refractive for scattering on a dipole potential
index across all layers of the sample as a function of the light
frequencyw (conductivity model. z,eé
The heat conduction and thei energy exchange deter- U(r)= e (10)
mine the profile of the electron temperature across the shock
front, whereas the conductivity model tells us what layercreated by a thermal displacement
along this profile is seen by an observer. Because all these 1o
three effects are coupled to the sagié collisions, our ap- g Ti (1)
proach is to describe them within the same formalism. We n,z’e?

use the same transport cross sectignof e-i scattering to
calculate the thermal conduction coefficieqy, thee-i en-  of a lattice ion from its equilibrium position under the as-
ergy exchange coefficient.;, and the complex dielectric sumption that the free electrons form a uniform background
permittivity (w). The effects of strong ion-ion coupling are Of compensating negative charg#7]. Comparing Eq(9)
included into the expression far,. Before applying our With Eq. (6), we conclude that the transport cross section in
model to the shock-wave experiments, we check it againghis limit, oyc€’T;/fi%v?n;, can be obtained directly from
the known properties of aluminum near normal conditions. EQs.(6)—(8) by assuming

In a weakly coupled plasma, the transport cross section is L A2

el el

that of the Coulomb scatterird 4]: (12

Amr2ed whenA <1 andT;<[T2+ (2er)?] Y2 The numerical factor
atrz—m;ﬁ Lei, (6) in Eq.(12) is determined by the details of the phonon spec-

trum and Fermi surface of a given crystal, which is beyond

wherem anduv are, respectively, the electron mass and Ve_the scope of our consideration. We match the two asymptoti-

locity, +ez is the ion charge, antl,, is the Coulomb loga- cal forms ofL; by adopting a simple interpolation formula

rithm with an appropriate cutoff for the minimum transferred o
momentum, Lei=In[ 1+ 179 /he) (13
= . = 2my This expression provides a smooth transition from the limit
Lei=INAei, A : () n
/Dyg; of a weakly coupled plasmfwith Lg=InA+O(A"Y) at
. . . Agi>1] to the limit of a solid metal at room temperature
HereDe; is the Debye radius defined by (A¢i€1, T;>Tp) and has one free parametgy;. The value
A 2262 Amrne? of g does not affect thg limit of the_ weak ion-ion cqu_pling,
D.?=D,%+ ————, Djl=———"—— (8 but can be chosen to fit the experimental conductivity and
T [T2+ (2ep)?]2 optical properties of a particular solid near the room tem-

perature. The physical meaning of paramejgris clarified
wheren; and n, are, respectively, the number densities ofby noting that, for a typical metal at normal conditions when
ions and free electrons. In E¢f) we assumed the quantum T;=T.<eg, the mean free path for the electron-phonon
value /D for the minimum transferred momentum. The scattering,| ;= 1/n;0= 3gei(2%v2/e?)/T;, is directly pro-

latter is adequate for the high-velocity limitv > ez, and
never gets significantly below the classical vaife; /vD;
in situations of practical interest. In E@8), the effect of

portional to the value ofj,; and, in accordance with the
theory of solidd 9], inversely proportional to the lattice tem-
peratureT; .

electron degeneracy is taken into account as proposed in Ref. Given the transport cross section for thé scattering, we

[15]; er=3muZ=3(%%/m)(37?n.)?? is the Fermi energy.

use the approximation of the Lorentz plasma to calculate the
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required transport coefficients, similarly to how it was done
by Lee and Morg18]. In this case, the linearized Boltzmann
equation for the distribution function of free electrons can be
solved in the approximation of velocity-dependent collision
frequency[14]. The effects of Fermi degeneracy are ac-
counted for by using the Fermi-Dirac equilibrium distribu-
tion functionfy(p) (normalized to the electron number den-
sity ng) in corresponding integrals for the transport
coefficients and dielectric permittivity. In particular, the
complex dielectric permittivity at a frequeney is given by
[14]

M. BASKO et al.

heat conductivity (W/em K)

104 T T

103

2L el
10 +  Spitzer

tabulated

101

100}

Aluminum:
p=2.7 g/cm3 |

10

100

v? (1—ivgilw) dfg

e(w)=1+471'ezj§ Id%, (14

5 temperature T=Te=Ti (eV)
W+ Vg

wherep=mv ande=imv? are, respectively, the momentum (b)

and the energy of a free electron, ang= v(v) =njv oy is B - S el

Aluminum: 4
p=2.7 g/lcm3

the velocity-dependent collision frequency. The electrical dc
conductivity o¢; is recovered from Eq(14) in the limit
w—0 through the relationship lig,glm[e(w)]=4m0/ .
The heat conductivityk.; due to thee-i collisions is ex-
pressed in terms of similar integrdl$4,18§.

It is well known that, besides-i collisions, the electron-
electron collisions are also important for the heat conduc-
tion: They dominate in the limit of nondegenerate ldw- L
weakly coupled plasmd49] and still play a significant role .
in moderately degenerate plasni28]. We take them into 0.1 1 10
account in a simplified manner by using the Matthiessen rule photon energy fie (eV)

100

0] S

® tabulated

fio Im(e) (eV)

FIG. 2. (a) Temperature dependence of the heat conductivity of
aluminum at normal density for three values of the fit parameter
Jei- (b) Imaginary part of the dielectric permittivity of aluminum at
normal conditions as a function of the photon enefigy In both
cases, the ionization degree was “frozen”zatz;=3. Solid circles
show tabulated values from R¢21].

(19

-1, —-1y-1
Ke= (Ko T Kge)

and the following interpolation to the calculations by Lampe
[20]:

72 gt . 21-14 9 g/eZ
-1
Koo =—3 5 1+(—) =1In 1+ﬁ'),
e 575 T2y, 6er 3 1+0.12A % de; de, _m
(16) P E: -p W:?’m ne<Vei>(Te_Ti)EXei(Te_Ti)v
|
18
De 2mT, 18
Aee= (17)

F 211/4-
fi [1+(9mep/6aTe)] wheree; and e, are, respectively, the specific internal ener-
Note thatA , can be less than 1. gies of ions and electrongy; is the ion mass, and

Figure 2 shows how our conductivity model compares
with the tabulated experimental ddtal] for aluminum at , 0 4 , o 4
normal density. Plotted are three curves for three different <Vei>=f Veil” o d”p j Ve dp. (19
values of the fit parametey,;. For simplicity, the ionization
degree was fixed at= 3 for the entire temperature range of o
Fig. 2(a). As might be expected, no single value of parameteiS the mean collision frequency. Brys2] has demonstrated
ge; can fit perfectly both the optical and heat conductivity €XPlicitly that exactly the same formuld8) is valid in the
data. However, in the absence of a more accurate model f&@S€ of partially degenerate electrons, provided that the mean
hot compressed metallic states, the accuracy of about a factép!lision frequency(19) is calculated with the Fermi-Dirac
of 2—3 provided by our scheme should be acceptable, at leagfstribution functionfo(p).

as the first step in our effort to interpret the experimental_ !N this work, we assume that the range of applicability of
data. Egs. (18) and (19) can be extended to the case of strongly

coupled plasmas and hot meté@hgth ion temperatured; in

excess of the Debye temperaturg), provided that the ef-

fects of ion-ion correlations are accounted for when calculat-
In the case of weakly coupled Maxwellian plasmas, theing the velocity-dependent collision frequengy,=nv oy, .

rate of energy exchange between electrons and [ibh49 To corroborate such an assumption, the following arguments

can be expressed as could be pointed out.

C. Electron-ion temperature relaxation
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First of all, Eq.(18) is quite transparent from the point of 10 e
view of energy and momentum conservation in binary colli- P
sions of free electrons with classically moving ions. Of 3 ___..\‘ §
course, a more rigorous treatment may change the numerical
factor in Eq.(18), when the details of the phonon spectrum
and the electron density of states in a particular metal are
properly accounted for. In other words, a certain effective
rather than the vacuum electron mass may enter(Eg).

But in a shock-compressed and -heated metal, where the rel-
evant energy of conduction electrons is relatively far from
the bottom of the conduction zone, the effective electron
mass is likely to approach its vacuum valume L . ,

The experimental values of thei energy transfer rate 100 -50 0 50 100 150 200 250 300
measured recently in several metfk8—25 at room tem- distance (nm)
perature, although sometimes controversial, fall in the range
Xei=10"-10" W/m® K. Within _the accuracy of ab_OUt a FIG. 3. Structure of a 7.9-Mbd@2-km/9 shock wave in alumi-
factor of 3, t_hfase data are consistent with E@), pr0y|ded num as calculated fag,,=0.5.
that the collision frequency,; is evaluated by applying the
Drude formula to the tabulated valugl] of the complex tion degreez=3 increasing only slightly across the density
refractive index for a corresponding metal at optical frequenjump. Due to the electron heat conduction, a 200-nm-long
cies lw=2.5 eV). precursor of the electron temperature is formed ahead of the

Thus consistently with the overall accuracy of our ap-density jump. The electron temperature in the precursor has a
proach to about a factor of 2—3, we expect Etp) to be  nearly exponential profile because the heat capacity and the
adequate for modelling the-i temperature relaxation across heat conduction coefficient of degenerate electrons in the

density (g/cm3), temperature (eV
_|

01} i 1

multimegabar shock fronts in metals. precursor zone are both directly proportionalTtg. In this
case, the nonlinear heat conduction equationTioreduces
D. Numerical code to the classical linear one fdr2. Behind the density jump,

) ) ane-i temperature relaxation zone extends for some 20 nm.
To simulate the propagation and breakout of a shockgte that the accuracy of our model in reproducing the

front, the above-described model was incorporated into thgyngih scales of the precursor and the relaxation zone should
one-dimensional three-temperature Lagrangian hydrodype apout a factor of 2.

namic codeDEIRA, developed originally for the purposes of — Figre 4 shows the temporal structure of the emission and
inertial confinement fusiofi26]. For the shock temperatures ofiection signals at a wavelength= 532 nm for a 7.9-Mbar

of interest here, the effect of radiative energy transport on th?zz-km/s) shock wave emerging at a free surface of alumi-
hydrodynamic motion is negligible. Hence we ignore energy,ym_ The emission signal is presented in terms of the uncor-

transport by radiation when solving thg hydrodynamic €qUatacted, T, yneon aNd correctedT, .o, Values of the bright-
tions and calculate the shock luminosity by a postprocessgiaqg temberature defined as

method. This is done by solving the Helmholtz wave equa-
tion [27] for the probe light of frequency=2wc/\ with a

given polarization, incident at a given angle on the snapshot 10

structure of the sample taken from the hydrodynamic simu-

lation. The optical properties of the sample are representec 08F _
by the dielectric permittivity as given by Eql4). Such a E : 3
calculation yields the total reflectivity and the absorption ﬁ 06k E
profile for the probe light. By virtue of Kirchhoff’'s law, the = §
absorption profile is then multiplied by the local Planckian 2 : §
intensity B, (T.) and integrated over the sample thicknessto 3 2
yield the emission signal at a wavelengthA more detailed T £
description of this procedure can be found in Ref]. It 02 T £
takes automatically into account the reflection and absorptior g b.uncor

by all the target layers. All the calculations and measure- 00 & _'5‘ — 0
ments discussed in this paper have been done for the case ime (59)

normal incidence, when no distinction should be made be-
tween thep- ands-polarized light.
FIG. 4. Temporal behavior of the reflectivifg, and emission
E. Shock structure and temporal profiles of the optical signals ~ rom & 7.9-Mbar(22-km/g shock wave emerging at the surface of
aluminum sample. The emission signal at the wavelength
Figure 3 displays the structure of a 7.9-MU@2-km/9  —532 nm is presented in terms of the brightness temperature
shock front in aluminum as calculated with the model de_Tb,uncor- HereTb,cor is the brightness temperature corrected for the

scribed above. It has the same basic features as the 2T shagktantaneous value of the reflectivity. The narrow peak of emission
front in a weakly coupled plasmd]. Aluminum stays me- (broken curve was calculated with the equilibriunT(=T,) step-
tallic both ahead and behind the shock front, with the ionizadike shock profile.
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/’ﬁ _probe laser fiducial

Is ectro—l} /ﬁ
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treak camer -

for o
visible light R

gold cavity :){
Al sample shielding cone
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reflection :emission

Asterix laser

converter cone

beamsplitter

Asterix fiducial _

FIG. 5. Arrangement of the laser-heated cavity and a sample.

FA() =B, (Th uncod. (20 e
F)\(t) _ [1_ R}\]B)\(Tb’cor), (21) target chamber

whereF, [W/cn? sr A] is the spectral intensity of the shock
emission at wavelength, R, is the reflection coefficient at
the same wavelength, andB, (T) is the Planckian intensity
for temperatureT. A considerable difference between the
Ty, cor aNd Ty, yncorCUrves illustrates clearly that simultaneous
measurements of the reflectivity and emission are require
for determination of the Hugoniot temperature.

Reflectivity of the aluminum surface begins to fall some
3-5 ps before the shock arrival because the hot electrons
the thermal precursor heat up the ions anddhecollision

frequency increases in direct proportion with the ion tem . .
peratureT;. Reflectivity of the shock front itself, clearly verter are made of gold. A more detailed description of the

visible as a “kink” on the R, curve. is about 60%. The cavity and its properties will be given elsewhg@s]. The

. . - . ser beam with a wavelength of 0.44in, an energy of up to
emission signal exhibits a sharp peak at the time of shoc . . ;
arrival. When corrected for the instantaneous reflectivity, 50 J, and a pulse duration of 450 ps is delivered by the

. . iodine laser Asterix.
value, the peak of the brightness temperatli rises : . .
slightly abot)/e the Hugonio? temperatuT; Sugyeﬁ():a tran- The samples were fabricated by diamond turning of mas-
. ) . ; : sive aluminum. This process results in a root-mean-square
sient overshooting of, .., is caused by the interaction of the

. ; surface roughness of less than 0.,66. Flat foils with a
2T shock front with the free boundary. Figure 4 shows that g, . . ! . .
temporal resolution of=1 ps(for a 20-km/s shock wayes &hickness of 2Qum and multistep foils with a step height of

required to resolve the emission peak and the “kink” on the7'5 pm were used. The s_ample and cavity were fixed with
- opaque glue on a shielding cone. Its aperture of 250,
reflectivity curve.

The dashed curve in Fig. 4 shows the emission sid- somewhat smaller than the diameter of the heated area of the
nal calculated biflorthe e uilibgr]i.um sinale-temperature (g sample, limited the field of view for the reflection and emis-
. q : 9 P ...¢ Y sion measurements performed on the outer surface of the
=T,) approximation for a steplike shock profile, witk,

o . mple. The unit consisting of th vity, th mple, and th
=0 andy,;=. It exhibits a considerably more narrow peak sample. The unit consisting of the cavity, the sample, and the

d id d than th ilibris cone was replaced as a whole after each shot.
and a more rapid decay than the nonequitiortifitor CUrve. A schematic overview of the experimental setup is given
When convolved with a broafdull width at half maximum

. . . in Fig. 6. A light-tight metallic shielding tube holds at its tip
(FWHM) >1 pg| instrumental response function, the differ- shielding cone with the sample the and cavity in the

ence iq the widths of the tWO pgaks .Wi” be transfo.rmed intocenter of the target chamber; it allows the cavity to be ad-
a conSIderable_ difference in thel_r heights. From this we (_:pnj'usted with an accuracy of better than 4fn in three direc-
clude that it is important to take into account the nonequilib<q o reative to the fixed position of the laser focal spot. The
rium shock structure when mterpretmg the emission S'gnal§hielding tube contains also an imaging objecti#2, F
from the shock fronts emerging at a free metal surface. —100 mm), in which an exchangeable planar glass plate,
serving as the debris shield and vacuum window, is inte-
Ill. EXPERIMENT grated.

The sample is image(the light path being folded by a
mirror) with the help of a second objective at a ten-fold

In our experiments intense shock waves were drivermagnification onto the entrance slit of the Hadland Imacon
through aluminum samples by intense thermal x rays gene500 streak camera. When the spectrograph shown in Fig. 6 is
ated in a laser-heated cavity. A schematic view of the x-rayemoved, the camera registers optical signals from the
cavity and the sample is presented in Fig. 5. sample with the spatial and temporal resolution.

FIG. 6. Experimental setup.

The cavity was designed to achieve a uniform x-ray irra-
diation of the sample with a single laser beam. For this pur-
ose, the sample is located on the axis of the cavity where
the gradient of the radiation intensity is zero because of sym-
metry. The cavity is heated by the primary x rays, which
miginate on a laser-irradiated converter cone. In addition, the
converter cone shields the sample against preheat by the pri-
_mary x rays. The cavity cadgliameter 1 mmand the con-

A. Experimental setup
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probe laser reflection  emission signal ~ fibre of probe

X x-ray heating
~ laser fiducial !

7] Al sample

E—g—— streak camera slit . =
probe laser l i .
: i ifiducials:

ﬁlte - fibre of Asterix jreﬂection iemission éprobe laser Asterix
imagé of the fiducial e ‘ | @GP0 delay)
sample 14

FIG. 7. Details of the arrangement of the filtered sample image
and the optical fibers along the streak slit.

The light source for reflectivity measurements is a
frequency-doubled Nd:YAG probe laser. It emits pulses of 6
ns duration at a wavelength=532 nm. A beam splitter
with 50% transmission couples the probe laser to the imag-
ing system. The temporal shape is registered with the help of
the probe laser fiducial. To generate this fiducial, laser light
transmitted through the beam splitter is picked up by an op-
tical fiber and guided to the streak slit. Another fiber picks up
the light from the Asterix lasetas shown schematically in
Fig. 6) and generates the Asterix fiducial. This fiducial pro-
vides the timing of the events relative to the Asterix pulse
(the folding of the optical path by the mirror shown in Fig. 2
is necessary for the fiducial to reach the streak slit in Yime
Note that the fiducial is delayed by 560 ps on the streak
photographs in order to record it together with the shock 300 pm
signal in the time window of the streak camera. ) ) )

The optical technique used to register the reflection and FIG. 8_. Spatlal_ly resolved streak photograph obtained with a flat
emission signals is illustrated in more detail in Fig. 7. Thig20-#m-thick aluminum sample.
figure shows the position of the sample image and of the two
optical fibers along the streak slit. Self-emission is measuregrated by focusing an-200-fs pulse from a Ti:sapphire la-
from one half of the sample. The other half, where the selfser into a 3-mm-thick sheet of fused silica, which replaced
emission is suppressed by a 2.5% transmission filter, is usgg inis purpose the shock sample in the experimental cham-
to measure the reflectivity of the sample. It is only this otheryor A FWHM of 7 ps was measured for the response func-
half which is irradiated by the probe laser. This is accoM+ion of the whole setup at the wavelength)of 532 nm that

ﬁlllijsmhﬁ%t:g diigar?riggmogtr?e Lhaelf S?Tvﬁggh ?s fr:g::llgzj Laszrr;is used for comparison with the theoretical model. The re-
phragm, y sponse function is presented in Fig. 10 below.

opaque screen. The required high-contrast, high-resolution The comparison between the experiment and simulations
image of the diaphragm on the sample was generated by an P P

objective identical to that used for imaging the sample ontd> madg bY using the ab§olute fluxes. For the experlmental
the streak camera. The half-masked diaphragm was illumid€termination of the emitted spectral flu, the optical
nated with an optical fibefsee Fig. & which provided the setup, m_cludl_ng the spectro_meter, was absolutely calibrated.
appropriate temporal delay and, in addition, improved the'n€ calibration was carried out at the wavelength
spatial uniformity of the irradiation and smoothed the tem-=532 nm with the help of the probe laser by injecting a
poral fluctuations of the probe laser. known amount of laser light through the opening of the
With the grating spectrometdi50 lines/mm gratingF shielding cone into the detection system. The advantage of
=250 mm focal lengthinserted in front of the streak cam- using a strong laser source is that the calibration can be car-
era, the sample is imaged onto the plane of the entrance slited out with the actual setup and with the camera operating
of the spectrometer with a 2.5-fold magnification and then byin the streak mode. The accuracy of the calibration is esti-
the spectrometer onto the plane of the entrance slit of thenated to bet7%. More details on the calibration procedure
streak camera where the spectrum is registered. The speare given in Appendix A.
trometer is operated with the entrance slit wider than the
sample image, and the latter determines the spectral resolu- C. Experimental results

ion. The di i irecti f th is ori .
tion. The dispersion direction of the spectrometer is oriented A spatially resolved streak photograghe., one taken

parallel to the streak slit. In this mode of operation the cam- ithout the spectrograptobtained in an experiment with a
era registers a spatial average of the sample emission wi% ut the sp gre ' n xpenment wi
tem | and | Ut -um-thick flat aluminum sample is shown in Fig. 8. De-
poral and spectral resolution. . s .
spite the miniature size of the sample, the traces correspond-

ing to the reflected laser light to the emission signal and to
the two fiducials are very clearly resolved in the spdtiairi-
zonta) direction. In the temporal direction, the shock arrival

The temporal resolution of the whole setup was tested bys indicated by a sudden drop to zero of the reflected laser
using a white-light continuum of sub-ps duration. It was gen-intensity. This drop is accompanied by a simultaneous rise in

450 ps

B. Temporal resolution and absolute calibration
of the optical setup
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FIG. 10. Temporal shape of the spectral flux at 532 nm and of
the spectrally integrated flux. Also shown is the response function
of the optical setup measured at=532 nm by using a laser-
generated sub-ps white-light continuum.

40

persion in the optical setup and was reproduced with the
white-light continuum test source as well.
sample image streak camera slit . It is the spectral flu¥, at A\=532 nm as a function of
71 400 560 2 [nm] time that we compare with simulations in the next section.
Analysis of the spectrally resolved streak photographs
FIG. 9. Spectrally resolved streak photograph obtained with &showed that the temporal profile B, is virtually indepen-
two-step aluminum sample. dent of the wavelengtih over the measured spectral range
and practically identical with the profile of the spectrally
the emission from the sample. The emission signal then déntegrated emissiofthe estimated effect of the dispersion on
cays as the shock-heated material expands and cools.  the width of the spectrally integrated emission is consistent
For a planar shock wave aligned parallel to the sampleyith this resuly. This is illustrated in Fig. 10 with the plots
surface, the temporal profiles of the reflection and emissiomf the spectrally integrated flux and the spectral flux at 532
signals should not vary along the spatiabrizonta) direc-  nm made from the streak images shown in Figs. 8 and 9,
tion. This synchronism is indeed observed in the experimentespectively. Hence we can assign the absolutely measured
shown in Fig. 8. However, it was found to depend critically scale ofF, (at 532 nm to the spectrally integrated emission
on careful alignment of the cavity with respect to the heatingsignal (as measured without spectrometand use the latter
laser beam and on the quality of the samples, which, in paro compare with the model simulatiofisee Fig. 11 beloyw
ticular, had to be free of dust and scratches. Because the spectrally integrated signal has been measured
It should be emphasized that, due to the simultaneousimultaneously with the reflectivity, such a procedure re-

mea_surement of the reflectivity and emission, the experimerduces playground for comparison between theory and obser-
provides an accurate relative timing between the two signalssations.

The reflectivity is obtained as the ratio of the reflected signal

to the probe laser fiducial after calibration against a sample |/ |INTERPRETATION OF THE EXPERIMENTAL

of known reflectivity. The main source of noise in the reflec- RESULTS

tivity measurements are speckles in the reflected laser light

(as is seen in Fig.)8 They arise in the process of imaging  Figure 11 shows the measured reflectiiRy and emis-

with coherent laser light. sion F, [Wi/cn? sr A], signals for the 7.9-Mba¢t22-km/9
With the grating spectrometer inserted into the opticalshock wave together with two theoretical curves for each

setup, streak photographs of the type shown in Fig. 9 haveignal. The latter were convolved with a Gaussian of FWHM

been obtained. The length of the streak slit determines thequal to 7 ps. In this way the temporal resolution of the

spectral range from 400 to 560 nm. A two-step aluminumstreak camera is taken into account. In simulations, time

sample was used in this particular experiment. Each time the 0 is defined as the time of shock arrival at the free surface.

shock breaks out at one of the three thickness levels of thBor the experimentd®, andF, curves, there is a freedom in

sample, a spectrally and temporally resolved flash of light izhoosing the reference point along the time axis as to

recorded by the camera. With the known step thickness anachieve the best agreement with the simulations. We used

the time delay between successive flashes, we determined ttgs freedom to place the experimeni| curve on top of the

shock speed of 220.5 km/s and measured the absolutedashed theoretica®, curve.

spectral emission fluxF, with the peak value of 9.2 As may be seen in Fig. 11, the shapes of the measured and

+0.7 W/cnf sr A. The spectral resolution is determined by calculatedR, curves are close to each other. The measured

the step width and was about 80 A in this experiment. It mayemissionF, signal, however, rises noticeably slow@n a

be noted that the flashes of light are slightly inclined withtime scale of 25—-30 psand has a broader peaWhich is

respect to the horizontal axis. This effect is due to the disalso delayed by some 10-15)ghan the theoretical curves,
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1.0

ductivity model, based on the Drude-Boltzmann formalism,

- for the same values of the fit paramegrt=0.2—0.5, which
c 08 g provide close to the best agreement with the room tempera-
§ 5 ture conductivity of aluminum. If, for example, we try to
T oe =3 decrease artificially the collision frequency in the strongly
s E coupled limit by increasing the value of the fit parameter to
Z 3 0.i=3-10, we arrive at a sharp disagreement with the re-
E 0.4 - flectivity measurements.
Q @
02 :é B. Shock emission
, — Y In contrast to the decay time of the reflectivity, the peak
0. e 0 & value of the emission signal is virtually insensitive to the

time (ps) value of thee-i collision frequency, provided that the same
transport cross section is used to calculate the electrical and
thermal conductivities and the-i energy transfer rate.
535 ¢ the 22-kmis shock ; 0 h Hence, by analyzing the emission peak, we can gain addi-
)\I_min rr‘nm Orft ee(thi -km ﬁds Or?/ ;V?\;]e errnt?rgll(r;r?itnat |i:|t tn‘; tional information on the transport and relaxation phenomena
gluminum surfacefhick solid curve coretica sold a which complements the information obtained from the re-
dashed curves have been calculated fgy;=0.5. The dashed L

fIFctMty data.

curves have been obtained with a doubled value of the electron heal Th Kd d fth K ission level.oi
conductivity k. and a doubled collision frequenay,; in Eq. (14) gwea epen encep e pea emission [evelHrs
explained by the following scaling law for the two-

for the dielectric permittivity. : .
temperature shock waves: The equations governing the

which already include the effect of the camera resolution.{si trretj?rg?/zigrfwtawzi; fggCle(cir?gir\:gtgcgnencnon heat conduction

We proceed now to a detailed comparison between the ex- P 9

perimental and theoretical results.

FIG. 11. Measured reflectivitR, and spectral brightneds, at

KeHKeY_li Xei— XeiY s X~>XY_1, (23

A. Reflectivity decay where k. is the electron heat conduction coefficiegt,; is

] o the e-i temperature coupling constant, ards the coordi-

The time scale of decay of the reflectivity sigil offers  ate across the shock front. In particular, the value of the

a direct test for the conductivity model. Our measurementgectron temperature at the density discontinuity remains in-
clearly indicate that, after the shock arrival, the reflectivity of\,5riant when the collision frequenay,; is multiplied by an

the aluminum surface at=532nm drops from its initial grpitrary scale facto¥, which implies the first two transfor-
value ofR,=90% to less than 10% within the time interval mations in Eq.(23).

of trg=30 ps. Note that this decay time is consideraftily The emission peak is, however, sensitive to the relative
at least a factor of Bshorter than that measured by Bjal.  \yeights with whichw,; contributes tox, and ye; and allows
[29] for the same shock speed, but under the conditions ofs to test this aspect of the theoretical model. As already
direct drive by the laser pulse. discussed in Sec. Il B, the accuracy of our model in repro-
For the sake of the present argument, we can assume th@icing the values ok, and Infs(w)] in the strongly coupled
the time scale of the reflectivity decay is limit is about a factor of 2. To exhibit this fact explicitly, two
pairs of theoretical curves are plotted in Fig. 11. The thin
c . : .
tra™ , (22 solid R, andF, curves are in a sense the base-line theoret-
CsVei ical signals, calculated with the equations of Sec. Il dor
=0.5. The dashed curves have been obtained from the solid
wherec is the velocity of light,cs is the sound speed behind ones by doubling both the value ef and the contribution of
the shock front, andy; is a characteristic value of the colli- v to £(w) in the Drude formuld14). As can be seen in Fig.
sion frequency in the vicinity of the critical poinb=w, 2, these are the “fudge” factors that bring the model into a
(wp, is the plasma frequengyalong the electron density pro- better agreement with the room-temperature properties of
file in the release wave. Equatid@2) represents a rigorous aluminum. Clearly, the difference between the solid and the
result in the WKB approximation for the case of self-similar dashed theoretical curves represents the intrinsic inaccuracy
expansion of a given density profile, when the reflectivity isof our model in predicting th&®, andF, optical signals.
proportional to expfavL/c) [30]. Here a is a constant Within this uncertainty, the observed and the calculated
characterizing the density profile and=cgt is its length  peak values ofF,, smoothed with the camera resolution,
scale. Because the uncertainty in the valueofdue to the agree with each other. In its decay phase from 50 to 100 ps,
uncertainty in the EOSis relatively small, the measured the measured signal falls within the “error bars” of our the-
value oftgy provides—as one readily sees from E2R)—an  oretical model. Also, the area under the calculated dashed
effective lower bound on the collision frequeney; that  curve, i.e., the amount of light in the peak, agrees with the
enters the conductivity model. When we calculBgmore  experiment.
accurately by solving numerically the Helmholtz wave equa- We conclude that, within its limits, the self-consistent
tion, we find that this lower bound can be established to arscheme for calculating the transport and relaxation coeffi-
accuracy of a factor of 2—3 and is consistent with our con<ients of the shock-compressed aluminum based on the equa-
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tions of Secs. II B and Il C predicts correctly the intensity smoother surface than that of the diamond turned aluminum
and the amount of light emitted upon the shock breakout. foils regularly employed in our experiments. The gold foils
were produced by electroplating gold onto the surface of a
C. Temporal profile of the emission signal silicon wafer. After peeling off the foil, the surface previ-

As already noted at the beginning of this section, the meaoUusly attached to the silicon was scanned by an atomic force
sured emission signal rises slower and has a broader pe&kicroscope. The rms roughness was found to be only 1 nm,
than the theoretical curves. i.e., about 60 times less than for the aluminum foils. Shock

When compared with the measured temporal responsereakout on this same surface under our standard drive con-
function of the optical detection system shown in Fig. 10, theditions resulted in emission signals very similar to those ob-
variation of the observed flux appears to be slow enough tgerved with the aluminum foils. In fact, the rise time was
conclude that we have registered a “true” emission profileslightly slower, as one might expect due to the reduced shock
rather than the one smeared by the camera resolution. Thuspeed in gold. Hence these tests do not support the sugges-
a major discrepancy between the present experiment and thi@n that the surface roughness was the cause for the broader
theoretical predictions is the rise time and the shape of théhan expected emission peak. It is of course possible that still
peak of the emission signal. Note that for the reflectivity other experimental deficits, which remained undetected de-
signal R, the situation is different. Within the limits set by spite our considerable efforts, cause the broader than ex-
t_he camera resolution, this signal does not show any i”dicapected emission signals. If they could be identified and
tion for a slower than expected rate of decay. eliminated, one would expect that the experimental signal

The observation that the emission peak is significantlyg, g approach more closely the simulation results,

proader tha”. the pred.|cted one pomts towards a deficit e.lthengOthEd by the given experimental temporal resolution.
in the experiment or in the modelling. Let us first consider

e . The other possibility is that the experiment is already
the possibility that the experiment has not reached yet thglean and the cause for the discrepancy must be sought in
ideal case assumed in simulations. In this last context, it i, m’odeling In this case the discrepancy should be consid-
enlightening to review briefly the earlier work performed X

I h d th . ined i laborat ered as being between the measured signal and the un-
elsewhere and the experience ganed in our 1aboratory Colgy,qqthed simulation resulthe experimental signal obtained
cerning the quality of the experimental data.

W te that th tical sianal d lier f thwith a camera of infinite resolution would be the sanie
€ note that the optical signals measured earlier rom thgg ceg basically to a much shorter predicted rise time and a
shock waves driven by direct laser irradiatif®9,7] dis-

narrow(~ 2 ps wide; see Fig.)4spike of light att=0 on top

bt each theoretical curve in Fig. 11 with a peak value 2 times
higher than shown presently. It is possible that some unrec-
ognized physical effect is operating, which smears the emis-
Sion peak, or some essential ingredient is missing in our
theoretical model. However, our experience with 1D simula-
tions is that this discrepancy cannot be explained within the

been eliminated by incoherent x-ray drive. . ; o
. . . plain-parallel geometry, by simply modifying the transport
(ii) Preheatingof the sample, whose smearing effect on and relaxation coefficients.

thg emissiqn peak is cpmpqrable to that observed in direct- The simulation shown in Fig. 4 suggests that the Hugoniot
drive ex'perlmen't$see E|g. 3 in Ref6)), was suppressed by. temperature may in principle be determined using Kirch-
appr(.)prlate.cawty design. For j[he present caV|t_y an.d. dr'v%off’s law (as originally proposed in Ref4]) from an ex-
conditions, it was recently verified that 20-yum-thick sili- pected kink ofR, and the peak oF, at the shock breakout,

con foils were preheated to less than 200 K. For alummumClearIy, this possibility is not feasible at present, and not

\kl)v:c;?rii?z:?mlc nhumber differs by only one, conditions ShOUIOIonIy because the required resolution =fl ps has not yet

(iil) Surface roughnessvas reduced to a 60-nm root- been achieved, but also because the physical cause of the
) su ug . u broader observed than predicted emission peak has not been
mean-squarérms) level by using diamond-turned samples.

Test experiments with m-thick gold foils that were rough clarified.
on one side 1 um rms) have shown a dramatic smearing
effect when the shock front emerged on the rough side.

We believe that in the present experiment the caudges Optical emission of the unloading aluminum plasma in
and(ii) can be excluded. There remains a possibility that theour experiments was measured over the total time interval of
observed smearing of emission is caused by the surfack-2 ns. As is discussed in detail in RgL], the long-term
roughness. On the one hand, the shock transit time across thal of the emission signal could be used to test the EOS
60-nm rugged surface layer is rather shoft3 ps. On the model, provided that the opacity mechanism is known. At
other hand, a three-dimensional hydrodynamic flow developthis stage, the reflectivity of the unloading layer can be ne-
when the shock front reaches the troughs on the rugged suglected and, instead of solving the Helmholtz wave equation,
face. Simple estimates show that hydrodynamic effects caone can employ the usual formalism of radiation transport to
enhance by a factor of-2 the initial surface unevenness, evaluate the observed fli, (for more details see Appendix
and the emitting layer can retain the imprints of theB).
~60 nm initial roughness for a few tens of picoseconds. Figure 12 compares the measured emission \at

To clarify the role of surface roughness, we conducted=532 nm with two theoretical curves calculated by combin-
comparative experiments using gold foils with a muching the Kramers-Undd opacity formuld 1] with the SESAME

present experiment. Our own direct-drive experimeste
Fig. 2 in Ref.[6]) have fully confirmed this fact. In our
attempts to reach a new level of experimental quality, th
following steps have been undertaken.

(i) Nonplanar distortions of the shock frohave virtually

D. Long-term decay of emission
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10 prereprrerer P e T . . <30 ps. It implies a lower bound for the effective collision
experiment frequency which is fully consistent with the conductivity
sk v present model model used in simulations.
------ SESAME Our simulations indicate that the peak value of the optical

emission after the shock release is rather sensitive to the heat
conductivity and dielectric permittivity of the hot dense
plasma behind the shock front. This makes the interpretation
of the emission signals more involved and model dependent.
Within the intrinsic uncertainty of our model, which is at

sion at A=532nm (W/cm?2 sr A)
o2
T

£ 2f least a factor of 2 for the values of the transport and relax-
o . . . . .
e ation coefficients, we find a fairly good agreement between
o bt . it . the observed and calculated intensity and amount of light in
00 02 04 06 08 10 12 14 the peak of the emission signal. The long-tefon the time
time (ns) scale of 1-2 nisdecay of the emission signal is consistent

with the Kramers-Undd opacity model combined with the
FIG. 12. Long-term behavior of the emission signal from the SESAME or the present equation of state.

22-km/s shock wave emerging at aluminum surface. Theoretical An unexpected observation was that the rise time and the
curves have been calculated by applying the Kramers-ldrfso- width of the emission peak were not as short as indicated by
mula in combination with the preserfsolid line) and sesame  the simulations. All plausible candidates, like the limited
(dashed ling EOS models. time resolution, drive nonuniformity, sample preheat, and

. sample roughness, are most likely not responsible for this
and th_e present EOS _models. Both the_ore'qcal CUrves agr?feha?vior. N%r does it seem possigle to ma?ch the observa-
well with the observations. The latter implies that the ob-i,nq by variations of the transport coefficients within a 1D

served long-term behavior of the emission signal is fullyy,,qe) “only further investigations can show whether hith-
compatible with the both EOS models and with the Kramers unrecognized physical effects determine the fine struc-

Unsdd opacity formula. We cannot, however, make anyy .o of the investigated shock waves.
stronger statement in the sense that our measurements con-
firm a particular EOS model because the applicability of the

Kramers-Unstil opacity formula, at times as short as 1-2 ns,

is highly questionable, and the agreement between theory
and experiment demonstrated by Fig. 12 might be simply We would like to acknowledge many stimulating discus-
fortuitous. A more detailed discussion of this issue is presions with S. I. Anisimov and A. Ng, and the experimental
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x-ray hohlraum heated to an effective temperature of 100—

120 eV by a single 250-Bw) beam of the iodine Asterix APPENDIX A: ABSOLUTE MEASUREMENT

Ias_er. The shock sped_ﬂ=22t_0.5 km/s was measured by OF THE EMITTED SPECTRAL ELUX

using a two-step aluminum foil. To the best of our knowl-

edge, we have achieved the highest temporal resolution so The digital readout system of the streak camera subdi-

far in measuring the shock-breakout signals under wellvides the temporal axis into pixels of temporal width, and

controlled conditions in the multimegabar pressure range. gives a signalS as the number of counts for each pixel. In
Our interpretation of the experimental data is based on théhe calibration process the laser eneegyansmitted through

two-temperaturdéelectron and ionhydrodynamic modeling the opening with surface aréaof the shielding cone into the

of the nonequilibrium structure of the shock front and theobjective is measured by a calorimeter. After insertion of a

release wave. We have employed a relatively simple semfilter with transmissiond, the sumz, of the total number of

empirical self-consistent model, which provides within acounts in all pixelsiwhich corresponds to the injected laser

common framework the thermodynamic, optical, and transenergy is determined. One obtains then the energy per count

port data. The equation of state has been calibrated against =e%/AZ. The width A\, of the (approximately rectan-

the SsEsAME Hugoniot curve of aluminum. The conductivity gulan response function of the grating spectrometer for the

part of the model is based on the Drude-Boltzmann formalimonochromatic laser radiation is also measured. Wiih

ism and provides a smooth interpolation from the limit of thedenoting the solid angle of the imaging objective andhe

ideal plasma to the metal at room temperature. ratio of the streak speeds of experiment and calibration, the
The measurements of the reflectivity decay profile of thevalue of the spectral flu¥, (energy per unit time per unit

unloading aluminum surface offer a direct test for the con-area per unit solid angle per unit spectral intervadrre-

ductivity model. Our data indicate the decay timetqfy  sponding to a given sign& is given by
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The quantities which enter this formula can be readily mea-
sured with high accuracy.

APPENDIX B: LONG-TERM DECAY OF EMISSION
IN TERMS OF THE KRAMERS-UNSO LD MODEL

A certain time after the shock release, when the refraction
index of the unloading plasma approaches unity, the optical
brightness of the expanding layer can be evaluated by using
the equation of radiation transport as

temperature (eV), density (g/cm?), absorptivity (10pum-1)

F\= fxB)\(Te(X))eXF( - foxk)\dx’)k)\dx, (B1)

0

wherek, =k, (x) is the absorption coefficient at wavelength
\. Zel'dovich and Raizef1] proposed to use the Kramers-
Unsdd formula

distance (um)

FIG. 13. Spatial profiles of density, electron, and ion tempera-

tures, and ionization degree in the rarefaction wave behind the 7.9-
) (B2) Mbar (22-km/9 shock att=100 ps after the release. The “kinks”

along these curves are caused by the piecewise interpolation of the
ionization potentiald (z) in Eq. (3) and bear no physical signifi-
cance. Plotted also are the absorption profiles-a632 nm calcu-
lated with the Drudethick solid ling and Kramers-Undd (thick
dashed ling models.

Il_h(l)
Te

—19__ PTe _
ky[cm 1]=4.4x10° Ao ex;{

to evaluatek, . This formula accounts for the free-frée-i
collisiong and free-bound transitions in a weakly ionized
(z<1) monoatomic vapour for photon energiés<<l,,
wherel; (5.99 eV for aluminunis the first ionization po-
tential. The numerical coefficient in E¢B2) applies when
T. andw are in electron volts, and is in g/cn®. A major
advantage of the Kramers-Unddormula is that it can be
applied without calculating the ionization equilibrium and, a
a consequence, combined with a wide variety of the EO
models. The spectral flux calculated with E¢B1) and(B2)
for the release wave behind a 22-km/s shock wave in alumi
num by using thesesAME and the present EOS models is

shown in Fig. 12. 4 ratio G/ h 40 ontical
Before drawing conclusions from comparison between th&"€€Zo.7 and ratio @/wp)o 7 at the Kramers-Unsa optica
depth 7yy,=0.7 for A=532 nm. The valuer,,=0.7 corre-

calculated and measured fluxes in Fig. 12, the conditions fo . o
applicability of the Kramers-Urig model should be exam- sponds to a layer from which one-half of the total emission

ined. In our case, with the observations extending to only

isothermal corona in the rarefaction wave is due to the elec-

tron heat conduction during the first few picoseconds of ex-
Spansion; it has been analyzed in detail by Celliers and4g
§1nd is unambiguously reproduced in our simylations.

The timety, after which the Kramers-Unkb formula
becomes applicable, is rather sensitive to the model used to
calculate the ionization equilibrium. This is illustrated in Fig.
14, which shows the temporal variation of the ionization de-

=1.5 ns, these conditions may still be not satisfied. Qualita- 2.0 1 %
tively, this situation is illustrated in Fig. 13 fdr=100 ps. | —— B=08,z=1.2 (o) . .~
Here the thick dashed curve shows the Kramers-Wdhab- [ - B=1.0,2,=0.7 K
sorption profile forh =532 nm. By virtue of the Kirchhoff's 151 \

law, this profile represents the fraction of the local Planckian

intensity received by a distant observer from a unit depth of
the release wave. There are two main conditions that must be
fulfilled for the Kramers-Unsld model to be applicable: (i)

the ionization degree must be below unity, angi) the local
plasma frequencys, must be smaller than the probe light
frequencyw=27c/\ in the layer from where most of the

emission originates. In Fig. 13 the Drude absorption profile 0ol ot e

calculated by solving the Helmholtz wave equation, which is 1010 e 108 107
localized around thev=w, surface, lies outward with re- time (5)

spect to the Kramers-Unkbprofile. The latter means that

the radiation flux calculated with EqéB1) and(B2) cannot FIG. 14. Temporal behavior of the ionization degrge and the

really propagate through matter and reach a distant observagtio (w/w,),- calculated in the layer where the Kramers-Udso
However, because both absorption profiles lie in the regiomptical depthry,=0.7 for \=2mc/w=532 nm; w, is the local

of a nearly isothermal corona, they both yield nearly theplasma frequency. Solid and dashed curves correspond to two dif-
same value of the emission flux, . The formation of the ferent combinations of parametegsandz, in our EOS model.
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would originate in the isothermal case. Two pairs of curvegect that the emission signal calculated with it must be
have been calculated for two different combination@aeind  higher than(or close t9 the observed signal because the
z, parameters in our EOS modgdee Eq.(3)], which pro- layer r,=1 lies deeper than the actual emitting layer and
duce practically indistinguishable Hugoniot states, but yieldshould, therefore, have a higher electron temperature. Hence
different values ofz along the release profile. From Fig. 14 only when the Kramers-Unbintensity turns out to be sig-
we infer that the timetyy, after which bothz,,<1 and njficantly lower than the observed signal should it be inter-
(w/wp)o7>1, lies in the rangey,=1-10ns. preted as an indication that the EOS model is not adequate
Figure 12 displays a fairly good agreement between thgqr the unloading plasma. We do not find such an inconsis-

observed and the calculated Kramers-Udsemission sig-  tency between our experimental results and eiEsAME or
nals on the time scale of 1.5 ns. This agreement, howeveg ;. EOS model.

cannot be considered as an evidence favoring one of the two

(or both) EOS models. Depending on the poorly known ion'also that the agreement between the observed and calculated

|zat|9n degree, the Kramers—Uﬂddormula may still be not Kramers-Unstdl signals indicates that the ionization degree
applicable at this time, and then the agreement would be

simply fortuitous, due to the nearly constant value in the of atllun:)mlum itT?zl ev T\”f'):%hg’c".‘q’ Itshm fack S'?”'T" |
outer layer of the rarefaction wave. If the time is too short forcantly below 1, 1.e., much less than in the present simufa-
the Kramers-Undd formula to be applicable, one would ex- tions

Turning the above argument around, one might speculate
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